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Example Applications

A workflow by itself cannot run without 
the data and its supporting environment.
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A backpack specifies all dependencies 
needed to execute a notebook-based 

workflow.
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HPC Cluster
(HTCondor, SLURM, UGE,...)

Floability deploys a backpack into an HPC 
cluster.

Notebook
“Tasks deployed 
in HPC cluster”

Scientific workflows often consist of 
millions of tasks arranged in a DAG.
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Floability audit uses system call tracing to extract manager and worker software packages, which 
are then validated to produce an environment file with precise versions.

Floability architecture consists of a manager running on the head node and multiple worker 
processes running on compute nodes. A factory process is responsible for launching and 

dynamically scaling workers in the cluster.
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DV5 CMS Analysis Application
Consumes 1.5TB Data

Submits 17K Tasks, Uses 2400 cores, 200 nodes.
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Surface Ocean Heat (CESM2)
Data: CESM2 LENS 1850-2100

Tasks: 2800+ parallel jobs for each plot
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