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But you cannot share or reproduce 
a notebook workflow without all the 

supporting environment.
"Just run this notebook!"
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A Backpack contains everything 
needed to deploy a notebook 
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The Floability Project aims to enable the rapid and reproducible deployment of
notebooks expressing complex scientific workflows across a wide range of cyberinfrastructure.

Notebook workflows generate 
millions of tasks accessing large 

datasets on HPC facilities.
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Floability deploys a Backpack
into a computing facility.
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Submits 17K tasks, consumes 1.5TB data, uses 2400 cores.

DV5: CMS Data Analysis
Kevin Lannon, Connor Moore @ND

http://dx.doi.org/10.1109/SC41406.2024.00068

Aging Dams Simulation Workflow
Furquan Baig and Shaowen Want)
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CESM2 LENS 1850-2100
Tasks: 2800+ parallel jobs
Tools: Xarray + Dask/TaskVine
Notebook Size: 1.3 MB
Backpack Size: 1.5 MB

CESM2 Ocean Heat Model
(Harsha Hampapura @ NCAR) 

http://dx.doi.org/10.1109/SC41406.2024.00068

https://github.com/floability/floability-examples

Floability uses the Sciunit1 technology to instrument a running notebook to 
observe the code and Python dependencies of the manager/worker. 
1 https://github.com/radiant-systems-lab/sciunit/

End-to-End Process for Capturing Notebook Dependencies in Floability

Execution time in seconds taken for plain notebook

execution compared with notebook executed using interactive

application virtualization (AV) method and executed with the

backpack generation code. The last two columns show the

number of dependencies for the manager and worker that are

captured for each application.

Results

Composition of application runtimes (in seconds) across HPC 

systems, including environment setup and notebook execution 

phases. The “First Run” includes the one-time overhead of 

creating manager and worker environments and fetching input 

data. Once these components are cached at a site, repeat runs 

avoid this overhead. All metrics are averaged over three full 

runs from scratch and three repeat executions at each site.
Static Properties of Application Workflows Used in Cross-Site Evaluation
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